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ABSTRACT

This thesis deals with improving the miss distance of a missile, with imaging seeker(s),
by utilizing dynamic image processing. In an encounter with a missile, a target wies to
avoid the missile by performing an evasive maneuver when the missile is at a relative dis-
tance which maximizes the miss distance. Dynamic image processing permits us to identify
the evasive maneuver of the target by estimating its acceleration in magnitude and direc-
tion. This thesis studies methods of utilizing this additional information about the target’s
behavior in crder 1o improve the missite’s performance. First the proportional navigation
guidance law is explored in order o verify ifs advantages and weaknesses. Then, methods
of obtaining the time dependent 3«1 movernent of & twwget from its image plane feature
point correspondences are derived. Tie 3-D components of the target’s acceleration are ob-
wiined by using a Kalman filter. Missiles with two cameras, one camera and one seeker (ra-
der or IR), and only one camers are considered. Methods to get stereo vision by using the
one camera plus one seeker setup and the single camera setup are proposed. Advanced
guidance laws, namely advanced proportional navigation and optimal guidance are de-
rived, for a 3-D environment. A three dimensional simulation program is developed using
classical proportional navigaticn, advanced proportional navigation, and optimal guidance.

The engagement is simulated using state variable design and the performance of the guid-

ance lews is compared. | Accesion For
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I. INTRODUCTION

The U.S, as a result of the highly effective kamikaze attacks during World War II on
U.S vessels, initiated the development of the first tactical missile (Lark guided missile).
Since that time, proportional navigation guidance has been used in virtually all the world’s
endoatmospheric tactical radar, infrared(IR), and television(TV) guided missiles.
Proportional guidance works well not only for predictable targets, but also for highly
responsive ones (i.e. targets executing evasive maneuvers). The proportional navigation
guidance technology currently in use appears to be adequate, if the effective time constant
of the guidance system is short in comparison with the flight time and, if the missile has
considerable acceleration advantage over the target. The popularity of this interceptor
guidance law is the result of its simplicity of implementation, and effectiveness. Although
proportional navigation was apparently kriown by the Germans during World War II, no
applications of it were reported. In the U.S, this guidance law was studied under the:
auspicious of the U.S Navy. Proportional navigation was originally conceived from
physical reasoning. The mathematical derivation of the “optimatility” of proportional
navigation came more than 20 years later.

This research develops a three dimensional missile/target simulation using three
techniques of interceptor guidance, namely classical proportional navigation, augmented
proportional navigation and optimal guidance. The primary research goal is to improve the
miss distance of a missile with imaging seeker(s) by utilizing dynamic image processing.
The existent dynamic image processing algorithms can be used to estimate motion
parameters of the target. This additional information, about the target behavior, will be
included in the proportional navigation homing loop in order to increase the missile
percentage of kill by improving the final miss distance. Information about the target motion
is especially important in the final phase of the engagement, given that an evasive
maneuver performed by the target creates appreciable miss distance that may preclude a

target kill. In an encounter with a missile, a target tries to avoid the missile by performing




a evasive maneuver when the missile is at a relative distance that maximizes the miss
distance. A simulation of the adjoint model of the linearized homing loop permits us to
obtain miss distance projections as a function of flight time or, if preferable, as a function
of the time to go. The target can induce the most miss distance by executing an evasive
maneuver at a short time to go. More precisely, the optimal evasion from the target “point
of view” would be a series of maneuvers at the times of flight that, by superposition,
produce the most miss distance. Estimating the target maneuver and incorporating this
information into the guidance control input is perhaps the difference between success and
failure.

Chapter I introduces the idea of proportional navigation and how the actual guidance
law is developed. Chapter III deals with estimating the target motion parameters by using
two perspective views. In Chapter IV, the augmented proportional navigation and optimal
guidance will be derived. Also in this chapter, a tridimensional missile/target simulation is
developed using classical proportional navigation. Subsequently, the target’s estimated
motion parameters will be incorporated in the tridimensional engagement by using
augmented proportional guidance and optimal guidance. Chapter V consists of actual
simulation results. The different control laws will be tested and compared by producing

miss distance projections for different evasive maneuvers. Finally, conclusions and

recommendations follow in Chapter VI. All computer simulations are developed using

Matrix Laboratory(MATLAB).




II. FUNDAMENTALS OF TACTICAL MISSILE GUIDANCE

A. GENERAL

Proportional navigation guidance (PROPNAYV) commands the missile to turn at a rate
proportional to both the angular velocity of the line of sight (LOS) and the closing velocity.
The constant of proportionality is a unitless designer chosen gain (usually in the range 3-5)
known as the effective navigation ratio/constan:. Mathematicaily, the guidance law can be

stated as
u, =NV, (Eq 2.1)
where u,, is the acceleration command which is perpendicular to the instantaneous LOS. N

is the effective navigation constant V., is the closing velocity along the LOS, and A is the
LOS angle (in rad). The overdot indicates the time derivative.

If the navigation ratio is greater than 1, the missile will be turning faster than the LOS,
and thus the missile will build up a iead angle with respect to the line of sight. For a constant
velocity missile and target the generation of this lead angle can put the missile on a collision
course with the target (zero angular velocity of the line of sight). If N = 1 then the missile
is turning at the same rate as the LOS, or simply homing on the target. If N < L, then the
missile will be turning slower than the LOS, thus contirually falling behind the target,
making an intercept impossible. In order to completely undersiana the physics of
proportional navigation guidance it is necsssary to analyze pursuit and constant bearing

guidance.

B. PURSUIT GUIDANCE

For pursuit guidance, the missile velocity vector is always directed toward the target
as illustrated by Figure 2.1. The missile is then constantly heading alnng the line of sight
from the missile to the target and its path describes a pursuit path. Given that the rate of turn

of the missile is always equal to the rate of tura of the LQS, “pure” pursuit (without leading

angle) paths are highly curved. This requires the missile to use significant acceleration.

Pt
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Since the signal processing is limited to continuously lecating the target and changing the
missile flight path angle, the on-board avionics are relatively simple. As will be
demonstrated later, this king of classical guidance law is a special case of PROPNAYV when

the effective navigation ratio is equal to 1.

Target 3 4
g W-H O

8, = missile heading angle
A = LOS

Missile

Innertial reference

Tigure 2.1 Pursuit Trajectory

ri.gure 2.2 shows ths geometry of the pursuit guidance law. V, and V, are respectively -

the micsile and target velocites, 9, and 0, are respectively the missile and target flight

path angles, o is the difference between ths LUS angle and the target flight path angle, and




r is the instantaneous separation between missile and target. Inertial and missile translating
coordinate systems are also shown in the figure.

The velocity of the target with respect to the missile is given by:

v=V, -V (Eq2.2)
b= ré, +rfeg. (Eq2.3)
x, Vr
8,
-~ Target

—

A Inertial coordinate system

Figure 2.2 Pursuit Guidance Geometry

Writing the velocity of the target and missile in term.s of the polar unit base vectors ¢, and

ég, We get:




V, = V,cosaé, =V sina éq, (Eq24)

Vi =V, 2. (Eq 2.5)
Equating equations 2.2 and 2.3 and uring equations 2.4 and 2.5, we obtain:
F=Vicosa ~V (Eq 2.6)
r8, = -V,sina,. (Eq2.7)
From Figure 2.2, we see that:
0, = a,+0, (Eq2.8)
Considering a non responsive target:
0, =&, (Eq2.9)
The missile acceleration & is obtained by differentiating equation 2.5:
= Ve, +V,8, &, (Eq 2.10)
given that from analytical mechanics:

dé’-ade 2.11
Q= Pegp (Eq 2.11)

Assuming constant speed (magnitude of the velocity vector), the acceleration crommand

will be the normal comporent of the acceleration which will be designated u,,:

Uy = Vb, = Vyh = V,a, (Eq 2.12)

where ¢, isa time function.

C. CONSTANT BEARING GUIDANCE

The accelerations required by the pursuit guidance law can be reduced by aiming the
missile ak:ead of the target by using a lead angle. In this case the missile raverses a straight
line to a collision with & constant speed non maneuvering target, as shown in Figurs 2.3,

The missile converges on the target by using a constant LOS angle (A = constant). Since the

rate of change of the LOS angle is zero throughout the flight, the lateral accelerations are




zero. If the target marnieuvers evasively, by changing its velocity vector in direction and/or
in magnitude, a new collision course must be computed and the missile flight path altered
accordingly. The constant bearing geom...ry is shown in Figure 2.4,

We wish to find the missile control input necessary to responde to prescribed target

accelerations. The ielative velocity is given by:
V= V=V, = ré, +riég. (Eq 2.13)
The target and missile absolute velocities are:
V: = Vicosaé, -V sina g; (Eq 2.14)
Vi = Vycosa, &, =V, sina_2,. (Eq 2.15)
Subtracting equation 2.14 from equation 2.15 and equating the result to 2.13, we find that:
F = V,cosa, -V, cosa ; (Eq 2.16)

r

I

~V,sina, + V,sinat, . (Eq 2.17)

The requirements for a constant bearing guidance are:

A=0; : (Eq 2.18)
#<0. (Eq2.19)
Using equations 2,17 and 2,18, we get:
. sinal,
Slnd.m = ~‘—/———V,, (Eq 220)
m
From equations 2.16 and 2.19:
cosa,

cosat,, > ——V,. (Eq221)

i




Target 1 2 3
- & 4 i é .
A
i
/
Misgi_!g’i/ ”\Pn Inertial reference
Figure 2.3 Constant Bearing Guidance Trajectory

We may use equation 2.20 to obtain a expression for cosa, by squaring the equation and
\,1\.3

using the fundamental trigonometric entity. Doing this, we get:

1
~|—
~
_gi
[ %]
N
L )]
~

cosa, [ v N
._.V ;= L V_z -1+ U.A)bu.m)
m m




a, _»V,
3]

" Target

}

777 7 Inertial coordinate system

X

Figure 2.4 Constant Bearing Geometry

Substituting this expression into equation 2.21, we obtain:

1
2

% 1
cosat, > [(Vz‘— - 1) + (cosot,,) zJ , (Eq2.23)
m

This expression is satisfied if:




2

-~

1%
— =1<02V, >V, (Eq2.24)

m
Thus, for this guidance law to be effective the missile must have speed advantage relative
to the target.

The missile and target accelerations can he computed from Figure 2.5, which expands

the acceleration in terms of tangential and normal components. The velocity vector of a

body (missile or target) is described by:

At T T s S

V= Vi, (5q2.25)

where T represents the tangential unit vector to the trajectories reprasented by the dashed

lines in the figure. The figure shows the response of the missile to a evasive target. We aie
interested in computing the relationship between the missile conirol inpui and the target

maneuver.

Figure 2.5 Constant Bearing Normal Acceleration
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The acceleration of the body is given by:

dt
p (Eq 2.26)

i=-—- = —t(V'c) = V't:+Vd

For smali values of Ay it approaches the magnitude of AT and the direction of AT becomes

d
perpendicular to the direction of t. It follows that the derivative C—jt_- is of magnitude 1 and
¥

perpendicular to T. Then this derivative is the unit normal vector 7. The time derivative dr

is found by using the chain rule, as foliows:

— = =hy=n8. (Eq 2.27)

Assuming constant speed, the missile and target accelerations are always in the direction of

the respective unit normal components and can be written as:

by = ApV,0. (Eq 2.28)
i, = V.8, (Eq 2.29)
since,
6, =o +A, (Eq 2.30)
and given that A = 0,
8, = &y (Eq 2.31)
b =Vt . (Eq 2.32)

The variable, u,, is the missile acceleration magnitude. Differentiating equation 2.20, we
find &, and then u,, in terms of the target evasive acceleration:

cosQ, €3]

a (1) = [ _.T).v,}a,(z), (Eq 2.33)

Vpcosa, (

where the time factor is included. Additionally,

11




a4, (1)

a (1) = 6,(1) = — (Eq 2.34)
t
where 1, () is the target acceleration magnitude. Hence:
cosa,(t) } 23
llm(l\) = (C—Oga:(i;-/ ur(f) . (Eq . 5)

From this last equation and equation 2.20, we conclude that the LOS will maintain its
direction in space, keeping the missile on a collision course with the target provided that
the missile’s and target’s kinematics normal to the LOS behave likewise. Additionally,
from equation 2.21, the closing velocity (component of the relative velocity along the LOS)
must be positive. Constant bearing guidance requires the knowledge of the heading and
velocity of the target, the line of sight, and the velocity of the missile, which dictates a more

complex signal processing system than fer pursuit guidance.
D. PROPOKTIONAL NAVIGATION GUIDANCE

1. In Search Of The Proportional Navigation Concept

Pursuit guidance tries to continuously point the missile to the target, resulting a
highly curved path and very large accelerations. The guidance law is only interested in the
present posiiion of the target; lacking information about the target kinematics. This lack of
information precludes the missile from building a lead angle, resulting in a somewhat
ineffective guidance law. Constant bearing guidance points the missile to the future
position of the target, resulting in a straight line collision path with a non maneuvering
target. Before pointing the missile, the guidance system needs to know the heading and
velocity of the target to compute the target’s future position. So, this method is not
practical, especially when dealing with targets with evasive capabilities.

The advantage <f proportional navigation is that it provides a practical method of
approximating a constant bearing course to a maneuvering target. PROPNAV tries to
emulate the constant bearing guidance command by using LOS rate information from an

on - board electromagnetic or ¢lectro - optic device.

12




A missile using constant bearing guidance only needs a control input when it is
necessary to change its heading at the begir ning of the flight and afterwards if the target

maneuvers. The form of this corimand signal was derived and is repeated here for

convenience:

i, =V,0, h. (Eq 2.36)
From the proportional navigation geometry in Figure 2.6

0, = a,+A (Eq 2.37)
Taking its derivative:

6, = &, +A. (Eq 2.38)

The acceleration of the missile (assuming constant speed) is:
= V8,7 = V, (&, +4) A, (Eq 2.39)
Our goal is to emulate equation 2.36 by using a linear wansformation between the LOS rate

A and the missile’s angle rate & . Set, for example:

A= (Eq 2.40)

Equation 2.39 becomes:

_ . i .. N .
Uy = V(o + F:Ta"‘)n = meamn. (Eq2.41)

By letting N be large this equation approaches equation 2.36 for a constant bearing path
(collision course). We are interested in the relationship between the LCS rate and the flight
path angle rate. Using equations 2 38 and 2.40, we find that:
6, =&, +A= (N-1)A+d = Ni; (Eq 2.42)
fy = NV _Ad. (Eq 2.43)
Therefore, PROPNAYV is & practical guidance law that emulates constant bearing guidance

by issuing control commands that are proportional to the LOS rate.

13




Pursuit guidance is a particular case of proportional navigation when N =1
(compare equations 2.12 and 2.43). As we have seen, constant bearing guidance is obtained
by letting N be large (theoretically infinity). However, large gains in the amplifiers also
cause large amplifications of noise; therefore N is usually restricted to less than 6.
proporticnal navigation paths are less curved than pursuit paths, but more curved than
constant bearing collisions. PROPNAYV anticipates the future position of the target without
actually computing it. Due to this property this guidance law presents a higher degree of

responsiveness than other guidance laws.

2. Proportional Navigation And Zero Effort Miss
In Figure 2.6 the missile, with velocity magnitudeV, , is heading at an angie of

L + HE with respect to the line of sight. The angle L is known as the missile lead angle and
is the theoretically correct angle for the missile to be on a collision triangle, with the target.
If the missile is launched in a collision triangle with a non evasive targst, no further
accelerations commands will be required to hit the target. The angle HE is known as the
heading error, and represents the initial deviation of the missile from the collision triangle.

In practice, the missile is usually not launched exactly in a collision triangle, since
the expected intercept point is not known precisely. The location of the intercept point can
only be approximated, because we do not know in advarnce what the target will do in the
future. In fact, that is why a guidance system is required. The point of closest approach of
the missile and target is known as the miss distance. Guidance system lags or subsystem
dynamics will cause miss distance. The simplest proportional navigation homing loop is
shown in Figure 2.7 where we have linearized the missile/target engagement by using the
small angles approximation (i.e. we assume that the flight-path angles and the line of sight
angle are small in order to linearize the engagement geometry. Then, the cosine functions
are approximated by 1 and the sine and tangent functions by their arguments). In a

linearized analysis, the range equation is approximated by the following time varying

relationship:




r = VC(IF— [) = Llctgo (m 2'44)
where V. is the closing velocity, f7 is the total 1light time, and ¢, (time to0 go) is the time
until the end of the flight. As shown in [Ref. 1] the miss distance will always be zero in a
zero-lag proportional navigation homing loop. The PROPNAYV guidance law used in the
homing loop of Figure 2.7, and also the most used in the literature, is not the one derived

in equation 2.43, but the foilowing one:
i, = NV A, (Eq 2.45)
where i, is the unit vector normal to the LOS. Then, the control input is issued

perpendicular to the instantaneous LOS. It can be easily demonstrated that this last
expression maintains the proportionality between the missile flight path angle and the
angular LOS rate. In {Ref. 2], Guelman contrasted “pure” PROPNAV (described by
equation 2.43, wherein command accelerations are normal to the missile velocity vector)
and “tue” PROPNAYV (described by equation 2.45, wherein command accelerations are
normal to the line of sight). He concluded that the later law would result in intercept only
if the initial conditions werc within a well-defined subset of the parameter space. In the
homing loop of Figure 2.7, the seeker provides the LOS rate by taking the derivative of the
geometric LOS angle. The noise filter processes the noisy LOS rate measurements to
provide an estimate of the LOS rate. The guidance command is generated using the “true”
PROPNAYV guidance law. The guidance system must cause the missile to maneuver, by
using moving control surfaces. The seeker and the guidance system dynamics are described
by differential equations.

The presence of delays in the homing loop creates miss distance. In the presence
of guidance system dynamics, the heading error (FE) and target maneuver (target evasive
acceleration) are the two sources of miss distance. The PROPNAV guidance law can be
expressed in terms of the «ero effort miss. The zero effort miss is not only useful in

explaining PROPNAYV but is also useful in deriving more advanced missile control laws.




Missile

Figure 2.6 Proportional Navigation Two Dimensional Engagemient

The zero effort miss is the distance the missile would miss the target if the target

continued alcag its present course and the missile made no further corrective maneuvers.

Using Figure 2.5:
ZEM, = r +v 1, (Eq 2.46)
ZEM, = r vl (Bg 2.47)
where ZEM represents the zero effort miss, r is the missile/target relative disiance, and v is -

the missile/target relative speed. The subscript (x or y) represent the projection of the

respective quantity over that coordinate axis.
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The ZEM perpendicuiar to the LOS, is given by:
ZEMp, og = — ZEM sinA + ZEM cos}. (Eq 2.48)

-
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Using equations 2.46 through 2.43, we obtain:

teo (rev, = ryvx)

Rt S PURAD AR i gy o Ry i)

ZEMp; o5 = - . (Eq 2.49)
The LOS is:
i A = atan (-—'—). (Eq 2.50)
? . taking its derivative, we obtain:
: rv,~ryv

. A= X rE (Eq2.51)
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Comparing equations 2.49 and 2.51. the LOS rate may be expressed in terms of the

component of the zero effort miss normal to the LOS:

ZEM ZEM
I (g 2.52)
r go Vct;go

where r = V.l,,. Thenthe PROPNAV gu.dance command niagnitude can b expressed in

terms of the ZEM perpendicular to the LOS:

N ZEMp o5

W, = 5 : (Eq 2.53)
go

Thus, we conclude that the PROPNAYV acceleration command that is perpendicular to the
LOS is not only proportional to the LOS rate and closing velocity but is also proponior.al
to the zero effort miss and inversely proportional to the square of time tc go. The efficiency
of PROPNAY guidance is a direct consequence of this dynamic property. This is, of course,

a very powerful concept.
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1. DYNAMIC IMAGE PROCESSING

A. GENERAL

A missile that uses a TV camera and a seeker (radar or IR), or instead, two TV cameras
is considered. A setup with only one TV camera is also studied. The seeker and the camera,
or the two cameras, can be located on the missile’s nose separated by a transversal distance
d. The secker plus the single camera setup, permits the missile to emulate the stereo vision
of ihe two cameras setup. It has the additional advantage of tracking the target at the early
stages of the engagement using solely the seeker’s LOS angle information. This system
permits us to compute the 3-D target motion by using a two perspective views motion
algorithm and the target’s spatial direction and range provided by the seeker. The two

cameras setup permits us to use image plane locations in two views, corresponding to a

single object point at times t, and t,, to determine the 3-D object (target) locations X o (t))

and X, (t,) . The one camera setup also permits us to determine the motion of the target, as

a function of time. This is done by using a two perspective views motion algorithm and
ruessing the target’s physical dimensions to estimate its absolute depth. In this way, we
emulate binocular vision. The estimated 3-D motion of the target and the image sampling
time permit us to estimate the target velocity and acceleration components in a preselected
3-D rectangular coordinate system. The acceleration information can subsequently be
injected into the control algorithms, which will be developed in the next chapter, to improve

the miss distance.

1. Scene (3-D) - Image (2-D) Geometric Considerations

Mathematically, we can express the transformation of object point locations (3-
D) to image plane locations (2-D) by the following generally noninvertible geometric

transformation:

X =8X,(0,...). (Eq 3.1)




The modeling of the imaging process, described by the above equation, relates object points

X, (¢) in the 3-D scene to image points X;(¢) in the image plane. The function g depends
on the imaging geometry, lens model, and coordinate system choices.

The imaging model is derived by considering the pinhole camera model shown in

Figure 3. 1. The point X, lies over the camera‘s optical axis at a distance f from the image
plane. The figure shows two distinct coordinate systems, an image plane coordinate system
and a global coordinate system. Qur first goal is: assuming the simplified camera model

shown in Figure 3.1, derive the transicrmation described by equation 3.1 where the object

point X, (¢) can be measured from either coordinate system.

Image plane

Image Plane
coordinate system

Yy

Xg

Figure 3.1 Scene - Image Transforzniation
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The object/image relationship defined in equation 3.1 is defined by a transformation
matrix. Independent of the camera model, this transformation matrix is the product of two
matrices. The first matrix describes the object - image coordinates transformation, and is
derived by assuming that the 3-D object coordinates are measured relatively to the image
plane. However, if the object coordinates are measured relatively to the global coordinate
system, a second transformation matrix relating the two coordinate systems have to be
defined. This matrix is the composite of the relative rotation and translation between the
coordinate systems. It describes the coordinates transformation between the two coordinate
systems.

To identify the transformation defined by equation 3.1, the two matrices are
derived for the simplified camera model of Figure 3.1, Monocular vision (only one camera)

is incapable of determining absolute depth:. However, any imaged point is constrained to
correspond to an object point located anywhere on the 3-D line segment containing X; (¢} ,-
X, and X, (1)

Assuming that the coordinate systems for both object and image points, are

coincident and centered in the image plane, the above colinear points are related by:

kX1 =X = (Re=X,(0). (Bq3.2)
Expe (ding this equation yields:
T ' T
k{[0y, z] ~[fod'} = Uou]r—[xoyozo} , (Eq 3.3)

where the superscript T is the transpose operator. The time index ¢ has been dropped to

simplify the notation. Equation 3.3 yields:

(x,=H)  x,
k = =21, Eq3.4
7 7 1 (Eq3.4)

Yo ¥
Y=g = F=x) (Eq3.5)
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Zo Sz,
z. =

P TY T TRy (Eq36)

The minus sign in the second expression of the two last equations, stands for the image
inversion originated by the back - projection model of Figure 3.1. The matrix representation
of the nonlinear equations 3.5 and 3.6 is:

[0 f00|

)?,-=Mffo=L0 0f0
-100 /]

-

X,. (Eq 3.7)

The last equation uses homogeneous coordinates (a technique also used to develop
computer graphics), for image and object points. The homogeneous coordinates are defined
by multiplying the physical coordinates by an arbitrary constant ¢ and including the

constant as an additional element of the vector:

%= [cy,. ¢z, .:]T. (Eq 3.8)

and

- r
Ro=1x,9,2,1] - (Eq3.9)
Note that in equation 3.9 the arbitrary constant is equal to 1. The object - image point
transformation is defined by equation 3.7, where it is implicitly assumed that x; = 0.

Rewriting equations 3.5 and 3.6, we conclude:

Fixing the image plane coordinates y; and z; the above equation describes the 3-D line over

S R
alleil

£

he 3 -D object is located. Therefore, while the transformation in equation 3.7 is not
invertible, choice of a specific image point constrains corresponding object points to lie
along a 3-D ray (shown in Figure 3.1).

If the object points are measured relatively to the global coordinate system, the

matrix relating the two coordinate systems has to be computed. This transformation matrix
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is the product of a succession of matrices. Individually, each of these matrices defines a
rotation or translation of the image plane coordinate system relative to the global coordinate

system. The succession of transformations may be of the form:
%, = (T2R2R1T1) X, (Eq 3.11)

where X, and }?ﬁ define the homogeneous object coordinates in the image plane and global
coordinate systems, respectively. Here the furst transformauon is the transiation T1
followed by the rotation R1, etc. The composite of the above transformation may be defined
by:

Hy,i= T2R2RITI. (Eq3.12)

Then, the general relationship between object points measured relatively to any user

selected coordinate system and the image plane points is:

R = MH,_ X;. (Eq 3.13)
For the simple case of only a translation as shown in Figure 3.1, we see that in object
coordinates:
- g . T i
Xo = X5~ d,dyd] . (Eq 3.14)
Homogeneous coordinates enable us to represent the last relationship using a translation
matrix:
100-d,
5 5 010-d,¢
X =H %= y %8 (Eq 3.15)
©ERT o0t -d) ¢
000 1]

2. Stereo Vision (2 Cameras)

Monocular vision disables depth perception. In fact, due to the impossibility of
inverting the 3 X 4 matrix Q = MH, _,; obtained in the last section, we are constraired to

the determination of image points from object points. However, we are interested in
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determining the 3-D locations (measured relatively to a global coordinate system). One
approach to solve this problem is to use more than one camera. One of our proposals, is to
use two cameras in the missile’s nose separated by a distance 4 emulating, in some way,
the human visual system.

Initiaily, we assume the simplified two dimensional diagram of the stereo vision
in Figure 3.2. The scene consists of a 2-D surface. As shown in the figure, a point on this
surface is projected onto the two image planes (IP1 and IP2). In general the two centers of
projection differ in length (f; and f,). It is assumed that the user selected global coordinate
system, to measure the object coordinates, is coincident and centered in the image plane
IP1. The coordinate x; is shown in the figure, the coordinate y; is perpendicular to x; and

in the plane of the page. The object point may be determined using the two projected points,
one in each camera. '

The relationship between the homogeneous coordinates of the object point,
measured relatively to the image plane IP1, and the homogeneous coordinates of the

corresponding image point is:

: 1 0 Ofix
[cxu} = o 1, yg- (Eq 3.16)
¢ fi J 1

The object coordinates measured from IP2 are related to the object coordinates measured

from IP1 by the following relationship;
Y APl
Xfw = X{; +B|’ (Eq 3.17)

or, in homogeneous coordinates:

10d

~IP2 ~IPl

X =lo10%0" (Eq 3.18)
001




2.D Suface Y0 = ¥o Y

xll‘ fl x12
b 0 IP1 0 IP2
€ d

Figure 3.2 Two Dimensional Stereo Vision

Then image points in IP2, denoted x;,, may be related to object points measured relatively

to the global coordinate system by:

- 10 0ofiod|x]
r"iz} - ’0 1 [o IJ 9, (Bq 3.19)
“I tom

(1]

Using equations 3.16 and 3.19 the following relationships in object coordinates are

b

obtained:
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= 7 , (Eq 3.20)
x )
. _‘?Ez_ Yol _4 (Eq 3.21)
fa
Equating these two equation the object’s depth y, may be found:
Sifa (kg =xy = d)
= . iq3.22

& fixig =fa%; (Fa3.22)

The object point x , may be found, from either equation 3.20 or equation 3.21. Hence, using
two image planes permits us to determine the object point depth v, from its corresponding
image points. This was proved for a 2-D surface. Next we are going to see how to do it in
a 3-D environment.

Equation 3.13, defines the relationship between the scene three dimensional
points and the correspondent two dimensional image points by using a matrix of
transformation:

Q= MHg_”-. (Eq 3.23)
H, _, ;is the coordinate systems transformation matrix which depends on the rotations and/
or translations of the image plane coordinate system relative to the user selected global
coordinate system. M is the object - image transformation matrix, which is a function of
the imaging geometry and lens model. The Q matrix is a non - invertible 3 X 4 matrix
(assuming homogeneous coordinates) and may be generically represented by:
911 9124913 ‘1141

C = |93 922 923 924/ (Eq3.24)
931 932 933 ‘r’34j

The missile must have sufficient processing capability to find this matrix in real time. The

object - image transformation matrix M is generally invariant (however zooming the scene,

for example, changes its value). The coordinate systems transformation matrix H g - must
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be dynamically updated as the missile/target engagement proceeds. The selected global
coordinate system for missile guidance simulation purposes is a ground coordinate system
which will be presented in the next chapter. For full dimension (3 -D) stereo vision, the two

cameras arrangement may be described using homogeneous coordinates as:

Xie = Q°Xo, (Eq 3.25)
where the index ¢ = 1, 2 refers to the cameras. Since each of these two matrix equations
(one for each sensor) represents two equations in physical coordinates, we obtain four

equations and three unknowns by using the two cameras stereo arrangement. The matrix

equation 3.25 can be explicitly written for each sensor as:

- [
[ Yo
Cyit q111 9112 9113 9114 ‘ g
cizy| = 9121 i 9123 91 | (Eq 3.26)

-

€1 J 9131 9132 9133 9134) | “0
1

—__"

and,

-
\02)’1'2 q211 4212 9213 4214 )
€222 = 4221 9222 9am3 G224 |7¢)- (Eq 3.27)
L2 4231 9232 9233 9234) | “0f

The index of each matrix element is composed by three numbers, the first is the camera
number and the next two represent the element position into the matrix. Each of these two
matrix equations generates two equations in physical coordinates. To find these equations,
the arbitrary constants (¢ and ¢,) have to be calculated. Then, each of the constants is
substituted into the two remaining matrix equations. Finally, regrouping terms as
coefficients of x&, y? and z8 , a set of four equations is obtained. Performing this procedure

to obtain the furst physical equatior from the matrix equation 3.26, we get:

¢y = q131%8 +q1395 + 413325 + 41340 (Eq 3.28)
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substituting this expression into ¢;y,;,, and regrouping terms, we obtain:
(Eq 3.29)

((qyq = ai) X5+ (qyg ~4132v:) Yo + (4113~ 4133901) 25 = qy3a¥i =4 114)

The set of four equations and three unknowns is written compactly in matrix notation as:

PX! = F (Eq 3.30)
or
4111 - di31Vin 9121~ 9132V 4113 ~ 4133V d134 Yiy — 4114
- Z; - z - 2ol Z, -
di121 49131251 9122 913dn 9123 ~ 9133%0 X5 = 4134 21~ 49124 (Eq 3.31)
d211 = 9231Y2 9212~ 92322 4213 — 4233912 4234 Yiz ~ 4214
4221 = 4231512 9222 = 4232212 9223 ~ 9233842 9234 212~ Y2

Equation 3.31 may be solved using least square techniques by forming the pseudoinverse

of P denoted 1. Hence:

PX, = F= PTPRE= PR = ¥ = (PTP) ' PTE = X = PTE. (Eq3.32)

This equation yields the mean square estimate for the object point Yf, Alternatively, Xﬁ
may be found by using three of the four equations, assuming that the three equations are
linearly independent.

In this exposition, we have assumed that the necessary image plane point
correspondences have been determined. It is important to say that this is the most difficult
problem in the development of a stereo vision algorithm. Techniques to solve this problem

are presented in [Ref. 3]. [Ref.4] presents an algorithm to match stereo images.
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B. ESTIMATING 3-D MOTION PARAMETERS GF A RIGID BODY FROM
TWO CONSECUTIVE IMAGE FRAMES

1. General

In section A of this chapter, we have shown that using two cameras, we are abie
to find the object {target) 3-D position relative to a user selected global coordinate system.
As intermediate steps, it is necessary to establish feature correspondences between selected
points in the two stereo images (static stereo). It is also necessary to establish feature
correspondences for all pairs of consecutive image frames in each camera’s image
sequence. The targets that we are interested in are mainly airplanes. Therefore, we may use
as points for feature correspondences the tips of the wings, nose, stabilizers and rudder.

Estimation of the 3-D target acceleration components may be divided in three
steps. In the first step, the target estimated points at ¢, and /5 are used to estimate its 3-D
velocity components. In the second step, the 3-D velocity components of the target are

computed using the target’s estimated points at ¢, and ¢,. Finally, the third step estimates

the target’s 3-D acceleration components by identifying the time change of the target’s
velocity for each of the three velocity components. Alternatively, we may use Kalman
filtering theory to estimate the 3-D target acceleration components.

A different approach for astimating the 3-D, time dependent, target raotion is now
presented. The formal definition of a rigid 3-D object is one for which the 3-D distances
between any pair of points on the object do not change with time that is, for all pair of points

on the 3-D object:

s o2
| Xm=Xal" = ey V8, Vi, (Eq 3.33)

where ¢, . are constants. The assumption of an rigid, or nondeformable target is reasonable

and creates additional constraints for motion estimation. Rigidity constrains the motion of
individual object points to be strongly coupled, although the need for point correspondence

maintains. Then, the 3-D translation of the target may be determined by estimating the
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translation parameters of a single point object. The basis of estimating the target’s motion
using this approach, is that the 3-D motion of a rigid body can be described by a 3-D
translation vector and tivee rotation angles chosen with respact to a user selected coordinate

system. Then, six parameters completely define the target’s motion. Formulating the
rotations using three rotation matrices (RG' R and R D), the target’s motion is described
by:

X,(t;) =RX, (1)) +T, (Eq 3.34)
where R is the overall rotation matrix;

R = RoRGR,, (Eq 3.35)

and T is the translation matrix. Equation 3.34 may be represented in homogeneous

coordinates as:

R(1y). (Bq 3.36)

2. Monocular Motion Estimation Using Two Perspective Views

Our goal is to compute dynamically the rotation (R) and translation (7) matrices
from point (or feature) correspondences between two perspective views. We can divide the
process of estimating the three - dimensional motion of the target from image sequences in
three steps. The first step is to establish feature correspondences between two consecutive
image frames. Correspondences between features may be established through matching or
inter - frame wacking. [Ref.4] develops a two - view/ster-o matcher that computes
displacement fields from two images. The second step is to estimate the motion parameters
(R and T matrices). The third step is to estimate the 3-D motion of the target using equation
3.34. There are a number of papers in the digital image processing and computer vision

literature dealing with estimation of the motion parameters of the 3-D motion of a rigid
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body from two consecutive image frames. Weng, Huang and Ahaja [Ref. 5], propose an
algorithin that given 3 point correspondences solves for a intermediate matrix called the

essential parameter matrix (E). Then the Rotation matrix (R) and the translational direction

a,
2]

{the unit vector %T ) are obtained from E. The magnitude of the translational vector (i ')

and the absolute depths of the object points (x,, and x' ,, where x_, is the absolute depih
of the object’s & feature point and ', is the absolute depth of the object’s  feature point

after being rotated and translated) cannot be determined by monocular vision. The

Kok g Lok
wdl W7

estimate the target’s position because it is not possible to calculate the absolute dezih. This

algorithm also solves for the relative depths ( ). The algorithm is unable to

agrees with intuition, due to the lack of invertibility of the 3-D to 2-D image transformation.
To overcome this problem, we propose to estimate the absolute depth by correlating the |
dimensions of the target over the image plane with the guessed physical dimensions of the
target. A relatively easy trigoncmetric approach permits us to estimate the target’s depth
given the target’s physical dimenc.ons. Another approach for emulating stereo vision is to
use range and directional spatial information from the seeker. This information is combined
with the monocular vision equations in order to estimate the target’s 3-D motion.

In conclusion, menocular vision may be applied to estimate the motion of the
target if additional information about the target is available {or guessed). The target’s
acceleration components may now be estimated and injected into the mussile’s control

algorithm.

3. Stereo Motion Estimation Using Two Perspective Vicws
As we have seen, two or more spatially distributed sensors enables determination
of the 3-D target motion. Here, our goal is to determine, not only the target’s motion but

aiso the rotation and translation matrices that describe the motion. Given two consecutive
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time samnles or “frames” in each sensor, as well as image point correspondences, we may

write:
X0 = QL X, (Bq3.37)
X = 02,80, (Eq 3.38)
N
X (+T) = 04, X (1+T) = Q) ! ' f!xo(z), (Eq3.39)
YN
) o
Ra+1) = QLR (04T = 02, i : ' X, (1) . (Eq3.40)
o0

1

The matrix @, _, ; is the, already known, 3-D to 2-D transformation matrix (the superscript

refers to the sensor). T, is the time between two consecutive images. The system is
represented in homogeneous coordinates. Assuming n point for point correspondences, a

total of 8n equations in physical coordinates is obtained. However, the number of

unknowns is 12 +3n (9 elements of R, 3 elements of T and 3 elements for each X,,). This
yields the constraint on the number of point for point correspondences:
12+2n<8n. (Eq3.41)

Since n must be an integer, n 2 3. Thus, three corresponding image points from two views
in two frames are sufficient to determine both the motion parameters and the 3-D location
of the object points.

The three target acceleration components may be computed by taking the second
derivative following the filtering of the target’s motion data. Alternatively, the target’s

motion may be processed by Kalman filters to estimate its acceleration components.
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This additional information about the target’s behavior may be used to improve
the missile guidance towaras the target. In order to effectively use this information, we have
first of all to determine control laws that can use and produce better results if this

information is available. This will be stressed in the next chapter.

b
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V. SIMULATION DEVELOPEMENT

A. CONTROL ALGORITHMS DEVELOPMENT

Chapter II introduced propcrtional navigation guidance. In this section we derive more
advance guidance laws. Contrary to PROPNAV, these guidance laws use the estimated
acceleration of the target as a additionai input to the homing loop. As will be seen in
Chapter V, the advanced guidance laws relax the interceptor acceleration requirements and,

in general, yield smaller miss distances.

1. Augmented Proportional Navigation

Proportional navigation issues control commands that are proportional to the

predicted zero effort miss normal to the line of sight (ZEMp, ¢). That is, the missile

guidance system tries to minimize the final miss distance between the target and the missile
by issuing acceleration commands that are proportional to the miss distance, that would
result if the missile made no further corrective acceleration and the target did not maneuver,
Therefore, if the target maneuvers evasively it generates additional miss distance that is not
accounted for in the PROPNAV guidance law. Augmented proportional navigation also
issues guidance commands that are proportional to the predicted miss distance. However,
for augmented PROPNAYV, the miss distance is estimated by taking into account the
maneuver of the target (target acceleration). The augmented PROPNAV target's
acceleration dependent wrm will be calculated. This term is injected into the homing loop
to enhance the guidance performance. In the following analysis, we follow the
nomenclature of Chapter IT and the geometry of Figure 2.6.

The x component of the miss distance, for an evasive target, is computed as

foliows (the y component is computed similarly):
L)) = vy, (Eq 4.1)

where ' represents time. Then,




|

tr

ZEM () =1, =1 () +[v () dr' (Eq 4.2)
t

Where, ZEM, (1) is the x component of the zero effort miss, predicted at time ¢ = ¢ and

r. (1) is the present missile - target relative distance along the x axis. But,
X 1 — d .
a, (t) = dr (v, (1), (Eq 4.3)

where a; (1') is the x component of the target acceleration. Then,

v. (1) r
J‘ dv (') = Iaf(:")dt", (Eq4.4)
v, (8) t
where 1" is the variable of integration. Hence:
;
v, (1) = v (1) +j’af(r")dt". (Eq 4.5)
t

Substituting this equation into equation 4.2, we get the expression for the predicted x
component of the ZEM at time : '

et

ZEM, (1) =1, = 1) +v, () oo+ [[af (1" dr"dr". (Bq4.6)
te

-t,.

Where, 1, = tp—t is the time to go. The y component of the ZEM (1) is obtained using
the same reasoning, and is:

e

ZEMy(t) = ryll_“r = ry(t) +v, (1) tgo+”'a;v((")dt"dt". (Eq 4.7)
i

t r
The two interior integrals I ay(1")dr" and J" a) (") dt" are time functions; call:
{ {
.

k(1) = J'af(t")dt", (Eq 4.8)

¢

and
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ky(t') = Iaf(!")dt". (Eq 4.9)
{

Then, equations 4.6 and 4.7 may be expressed as:

, (Eq 4.10)
t
ZEM (1) =r ] _ =71 () +v, (1) tgo+Ikx(I")dt' =1 () +v (D1, + 1 (1y,)
14

(Eq4.11)

&

ZEM (1) = ry|‘ =1, (1) +v, (2 tg0+jky(t")dt" =1, () + v (D, +h, (1)
4

t
where &, (tgo) and hy (tg o) are leo and maneuver dependent functions. The component of the

ZEM that is perpendicular to the LOS, ZEMp (, is:

ZEMppos (1) = ZEM, (¢) cos (A(¢)) =ZEM (1) sin (A (1)) (Eq 4.12)

X

Substituting 4.10 and 4.11 into ‘this equation and setting cos(A(#)) = Q

and

sin(A (1)) = , we obtain:

y !
r(i)
ZEMp, o5 (1) = (Eq 4.13)

r, L (0
“y“)+W(OHo+%(%J)?UT-(R(0+VJ”%O+M(%J);OY'

From equation 2.52:

r @y, () =1, (), ()
(1) '

Then equation 4.13, which takes into account the target’s acceleration to estimate the miss

0 (Eq4.14)

distance, may be reduced to:
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_ r. (1) ry (1)
ZEMPLOS(I) = tgor(t)k(t) + (hy([go) 6) _hx([go) T(_()_

The PROPNAV guidance command may be expressed in terms of the ZEM as (see derivation
in Chapter II):

). (Eq4.15)

NV (t)Z‘:M ,S(t)

uy () = -5 R0 (Eq 4.16)

where ZEM p; (1) was then derived for a nonresponsive target. If the target maneuvers the
zero effort miss is augmented by an additional term, on the right hand side of equation 4.135.

Therefore, a perfectly plausible guidance law, in the presence of target maneuver, would be:

(Eq4.17)

NV (1)
(1) =NV, (OA() +

i )Igo (hy(tgo) cos (A(8)) - = h, () sin (A (1)) -

w
m'ApN

This guidance law is PROPNAV with an extra term that accounts for the maneuver of the
target. The equation was derived for a nonlinearized geometry. The impossibility of knowing,
a priori, the future target maneuver, precludes the calculation of "_v(’ga) , lz.‘.(tgu) and oo

However, if the target desires to inflict the most miss distance it must maneuver 4t a small time
to go. Also, considering the time constants associated with the target’s maneuver, we propose

to approximate the time dependent target acceleration a,(1') by a constant target

acceleration(a, (¢) ) i.e.assume a, (¢') = a,(f) . Then, the control law may be stated as:

(Eq 4.18)
NV (D) ayu)r x(t) ti‘,u '
! oy () = NV (DA (D) + ‘Girgo( s (A()) = sm(x(r)))
or,
. NV,
U apy = 